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Abstract: We present an application of the direct (inductive) limit approach to Toeplitz opera-
tors on Segal–Bargmann space. The space corresponds to some analytic functions of infinitely
many variables that are square integrable with respect to a Gaussian measure. There are differ-
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of Toeplitz operators. Among the used tools are tensor products, isometric inductive limits
and frames.
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1. Isometric inductive limits

Let {�n} be a family of non-trivial Hillbert spaces, indexed by natural numbers
n ∈ �. Suppose that for n ≤ m we have isometric embeddings Jn

m of �n into �m such that

id ,:
n

n
nJ = �

for .m m k
n k nJ J J n k m= ≤ ≤�

Then the pair 〈�n, Jn
m〉 is called an isometric direct system. Denote by lim→ �n

the direct limit of this system with Jn denoting the isometric embeddings of �n into
lim→ �n. These embeddings are related to Jn

m by the following equalities

for all .m
n m nJ J J n m= ≤�

Recall that due to the isometry of the embeddings Jn
m one can identify Jn

m(�n)
with some nested sequence of subspaces Jn(�n) of an inner product space

( )1 n nn J∞
=� �  and the direct limit lim→ �n is the completion of this union of subspaces,

becoming a Hilbert space, in which this union is dense.
Let us consider a sequence of self-adjoint operators An defined on dense domains

�n ⊂ �n. For n ≤ m we suppose that by Jn
m(�n) ⊂ �m). The resulting limit operator will

be considered on the set D∞ ⊂ lim→ �n defined by

( ): .k k
k

J∞
∈

=
�

�� �

We say that the sequence {An} of operators converges strongly and uniformly if for
any ε, δ > 0 there is a number N such that for any N ≤ n < m and for Jnϕ ∈ �∞ the
condition ||Jnϕ|| < δ implies

( ) .m m
m n n nA J J A− ϕ < ε

The following results of (Marčenko 1974, 1975), provide sufficient conditions for
the existence and self-adjointness of the limit for this sequence of operators.

Theorem 1. If the sequence of operators {An} converges strongly and uniformly on
the vectors from �∞, then the operator A given by the equality

lim m
n m m n

m
AJ J A J

→∞
ϕ = ϕ (1)

for Jnϕ ∈ �∞ is well defined and is essentially self-adjoint on �∞.
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Recall that a densely defined linear operator is essentially self-adjoint, if it is clos-
able (its adjoint has a dense domain) and the closure of this operator is self-adjoint.

For practical use we have more convenient criterion, namely:

Theorem 2. Suppose that for any ε > 0 there exists a number N such that for all
N ≤ n < m and for any ϕ ∈ �n the following inequalities hold:

( ) ( ).m m m
m n n n m n nA J J A A J A− ϕ ≤ ε ϕ + ϕ + ϕ

Then the operator A defined by (1) is essentially self-adjoint on �∞.
These theorems were generalized for sequences of densely defined closable oper-

ators (not necessarily self-adjoint) by Janas (1995) in the following way. Let �n* ⊂ �n
denote the domain of the adjoint An* for our operator An. We suppose that the above
domains satisfy the following condition for any n ≤ m:

( ) ( )* *,m m
n n m n n mJ J⊂ ⊂� � � � (2)

Theorem 3. Let {An} be a sequence of densely defined closable operators in �n satis-
fying (2). Assume that for any ε > 0 there exists number N such that for every N ≤ n < m
and any ϕ ∈ �n, ψ ∈ �n* we have

( ) ( ),m m m
m n n n m n nA J J A A J A− ϕ ≤ ε ϕ + ϕ + ϕ

( )* * * * .m m m
m n n n m n nA J J A A J A⎛ ⎞− ψ ≤ ε ψ + ψ + ψ⎜ ⎟⎝ ⎠

Then the formula

lim m
n m m n

m
AJ J A J

→∞
ϕ = ϕ

defines a closable densely defined operator A on �∞.
Moreover, for any limit Jnψ ⊂ �∞*  the limit

*lim m
n m m n

m
BJ J A J

→∞
ψ = ψ

exists and B ⊂ A*.

2. Frames in tensor product spaces

We will be concerned with Hilbert spaces endowed with frames. These objects are
in some cases more convenient to use than orthonormal bases. Let us recall that
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a frame in a Hilbert space � is a sequence of vectors � := {fn}, where fn ∈ �, for which
there exist constants 0 < a ≤ b < ∞ such that

22 2, for allk
k

a h h f b h h
∈

≤ ≤ ∈∑
�

� (3)

The constants a, b are called the upper and lower frame bounds. With the frame �
there is associated an operator S called the frame operator defined by the following
equality

, for allk k
k

Sh h f f h
∈

= ∈∑
�

� (4)

The inner products 〈h, fk〉 are called the frame coefficients of the vector h. The
series defining this operator S converges unconditionally because any frame is a Bessel
sequence, which means that the frame coefficients of any h ∈ � are square summable
and their l2-norm is bounded by some multiple of ||h||.

Let � = {gn} be a frame with bounds 0 < c ≤ d < ∞ for the Hilbert space �. If for
any h ∈ � we have

, ,k k k k
k k

h h g f h f g
∈ ∈

= =∑ ∑
� �

(5)

then we say that the frame � is a dual frame to � and (5) is called the reconstruction
formula. Dual frames are not unique in general. Since the frame operator S is invert-
ible, the set �–1 = {S–1fn} is also a frame with bounds 0 < b–1 ≤ a–1 < ∞, called the
canonical dual frame for �. From this we see that for any frame there exists at least one
dual frame.

If the Hilbert space � is embedded in another Hilbert space �, then the right-hand
side of the reconstruction formula (5) for any pair of dual frames in � defines an orthog-
onal projection from � to �. Namely, let �, � be a mutually dual pair of frames in �.
Then we denote by P an operator defined by the right-hand side of (5). For x, y ∈ �

, , , , ,

, , , , , ,

n n n n
n n

n n n n
n n

Px y x g f y x g f y

x y f g x y g f x Py

∈ ∈

∈ ∈

= = =

= = =

∑ ∑

∑ ∑
� �

� �

2 , , ,

, , , , , .

n n k k n n
n n k

k k n n k k n n k k
n k k n k

P x Px g f x g f g f

x g f g f x g f g f x g f Px

∈ ∈ ∈

∈ ∈ ∈ ∈ ∈

= = =

= = = =

∑ ∑ ∑

∑ ∑ ∑ ∑ ∑
� � �

� � � � �

�
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The equality =�  holds because fk ∈ � and we use the reconstruction formula (5).
Since these equalities hold, we conclude that P = P2 = P* so P is an orthogonal projec-
tion (from � to �).

For further references on frames one may consult Christensen (2008).

Definition 4. If the sequences of frame bounds an, bn for a family of frames {�n} in
Hilbert spaces �n satisfy

0 lim lim ,n n
n n

a b
→∞ →∞

< ≤ < ∞

then we call {�n} an admissible family of frames.
For every n ∈ �, let �n be a dual frame to �n with bounds 0 < cn ≤ dn < ∞. If {�n}

is admissible family of frames then exists at least one family {�n} of dual frames which is
also admissible. For example, if �n =  �n

–1
 is the canonical dual frame to �n then {�n

–1}
is admissible because the following inequalities hold

1 10 lim lim .n n
n n

b a− −
→∞ →∞

< ≤ < ∞

From now on we will consider the following types of Hilbert space families.
Let {�n} be a sequence of non-trivial Hilbert spaces. The tensor product of finite

amount of �n spaces (say, of m spaces) will be denoted by �[m], namely

1
[ ] :

m

m k
k=

=⊗� � (6)

If we fix an arbitrary sequence of norm one vectors en ∈ �n then we can define
isometric embeddings

[ ]
: id ,

n
J =n

n �

[ ] [ ]
1

: for all .
m

m
n n k m

k n

J h h e n m
= +

→ ⊗ ∈∋ <⊗� �

In a natural way the pair 〈� [n], Jn
m  〉 forms a direct system with direct limit denoted

by lim→ � [n]. The isometric embeddings of � [n] into lim→ � [n] are given by

[ ] [ ]
1

: lim .n n k n
k n

J h h e
∞

→
= +

∋ → ⊗ ∈⊗� �
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It will be convenient to use the notation �∞ for the obtained direct limit space.
Namely, let

[ ]: lim n∞ →=� � (7)

Note that this is not the same as the notion of infinite tensor product 1 .kk n
∞

= +⊗ �

The latter space can be defined in two inequivalent ways and the differences between
von Neumann’s definition and the one used by Berezianskii are discussed in Rudol
(1992).

Now we use Theorem 2 to construct a frame in �∞ from an admissible family of
frames in � [n].

The next two lemmas will be useful in construction of frames by tensor products.

Lemma 5. Let �i be a frame in Hilbert space �i with bounds  0 < ai ≤ bi < ∞ for
i = 1, 2 then

{ }1 2 1 2: : , , ,n k n kf g f g n k⊗ = ⊗ ∈ ∈ ∈�� � � �

are the frame in the Hilbert space �1 ⊗ �2 with bounds 0 < a1a2 ≤ b1b2 < ∞.
Proof. It is sufficient to show frame inequalities (3) for tensors of the form

h = h1 ⊗ h2 ∈ �1 ⊗ �2. For fn ∈ �1, gk ∈ �2 we have

( ) ( )2 2

2 2
1 2

, ,

2 2 2 2
1 2 1 2

,

, .

,

, , ,

n k n k
n k n k

n k n k
n k n k

h f g h h f g

h f h g h f h g

∈ ∈

∈ ∈ ∈ ∈

⊗ = ⊗ ⊗

=

=

=

∑ ∑

∑ ∑ ∑ ∑

� �

� � � �

In the next step we estimate this from above

2 2 2 2
1 2 1 1 2 2

2 2
1 2 1 2 1 2

, ,

.

n k
n k

h f h g b h b h

b b h h b b h

∈ ∈
≤ ⋅ =

= ⊗ =

∑ ∑
� �

In a similar way we estimate from below, so the constants 0 < a1a2 ≤ b1b2 < ∞ are
the frame bounds for �1 ⊗ �2.

Lemma 6. If Si is the frame operator for the frame �i, i = 1, 2, then the operator
S1 ⊗ S2 is the frame operator for �1 ⊗ �2.
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Proof. For the proof we show the equality (4) for tensors h = h1 ⊗ h2 ∈ �1 ⊗ �2. Let
us denote by S the frame operator for the frame �1 ⊗ �2.

( ) ( )

( )

2 2
1 2

, ,

1 2 1 2

1 1 2 2 1 2 1 2 1 2

, ,

, , , ,

.

n k n k n k n k
n k n k

n k n k n n k k
n k n k

Sh h f g f g h h f g f g

h f h g f g h f f h g g

S h S h S S h h S S h

∈ ∈

∈ ∈ ∈ ∈

= ⊗ ⊗ = ⊗ ⊗ ⊗ =

= ⊗ = ⊗ =

= ⊗ = ⊗ = ⊗⊗

∑ ∑

∑ ∑ ∑ ∑
� �

� � � �

So, we have S = S1 ⊗ S2.
Let {�n} be family of frames, where �n is a frame for a space �n with frame bounds

0 < an ≤ bn < ∞. If the frame bounds satisfy the following condition

0 n n
n n

a b
∈ ∈

< ≤ < ∞∏ ∏
� �

(8)

then we can construct an admissible family of frames by taking tensor products in the
following way.

Let us denote by �[n] the tensor product of the first n frames,

( )
1

[
1

] 1: : , , , .
k k

n n

n
n

k p p p k n
k k

f f f p p
= =

⎧ ⎫⎪ ⎪= = = ∈ = … ∈⎨ ⎬
⎪ ⎪⎩ ⎭

⊗ ⊗ �� � � p

After some easy calculations (using Lemma 5) we notice that �[n] form a frame for
the space � [n] with frame bounds 0 .n nn na b∈ ∈< ≤ < ∞

� �� �  The frame operator for
�[n] is of the form [ ] 1: .n

n kkS S== ⊗
Theorem 7. If {�n} is an admissible family of tensor products of frames then for every

ε > 0 there exists a number N such that for all N ≤ n < m and any h ∈ � [n] we have

( ) ( )[ ] [ ] [ ] [ ]
m m m

m n n n m n nS J J S h h S J h S h− ≤ ε + +

and the operator S given by

[ ]lim m
n m m n

m
SJ h J S J h

→∞
=

for Jnh ∈  �∞ (in the notation (7)) is well defined and is essentially self-adjoint on �∞.
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Proof. First, we notice that domain of S[n] is the whole � [n], so the condition

( ) ( )[ ] [ ]
m
n n mJ S S⊂� �  for all n < m is satisfied.

For the convenience of the reader, we will introduce several notations.

,{ ,
1

} }
1

{: , : ,
m m

n m k n m k
k n k n

e e S S
= + = +

= =⊗ ⊗

( ) –: , .n m n= ∈ ×k a b � �

Let be  h ∈ � [n]. First for n < m we write some useful equality.

( )

( ) ( )

[ ] [ ] { , } { , }

{ , }

{ , }

[ ] { , } { , }

,

, ,

, ,

.

m

n m n

n m n

m
m n m n m n m m

n mn m n

n mn m n

n n m n m

S J h S h e h e f f

h f e f f f

h f f e f f

S h S e

−

−

∈

−
∈ ∈

−
∈ ∈

= ⊗ = ⊗ =

= ⊗

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟= ⊗ =
⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠

= ⊗

=

∑

∑ ∑

∑ ∑

k k
k

a b a b
a b

a a b b
a b

�

� �

� �

Now we turn to the key estimate

( ) ( ) ( ) ( )

( ) ( )

( ) [ ]

[ ] [ ] [ ] { , } { , } [ ] { , }

[ ] { , } { , } { , }

[ ] { , } { , } [ ] { , }
1

1 .

m m
m n n n n n m n m n n m

n n m n m n m

m

n n m n m n k n m n
k n

S J J S h S h S e S h e

S h S e e

S h S I e S h b e S h
= +

− = ⊗ − ⊗ =

= ⊗ − =

= − ≤ − ≤ ε∏ ���

The inequality ( )≤�  is due to the fact that S{n, m} is a frame operator for the frame

1
m

kk n= +⊗ �  with upper bound equal 1 .m
kk n b= +∏  And the Cauchy condition for infinite

product gives us inequality ( ).≤��  Hence the proof is finished by invoking Theorem 2.
Let �n denote a dual frame to �n with bounds 0 < cn ≤ dn < ∞ such that the

family { }[ ] 1
n

n kk== ⊗� �  is admissible. For the next theorem we assume that each
Hilbert space �n is embedded in some Hilbert space � n and we denote by Pn the
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orthogonal projection defined by the reconstruction formula (5). We introduce the fol-
lowing additional notations

{ , } [ ] { , }
1 1 1

: , : , : ,
m n m

n m k n k n m k
k n k k n= + = = +

= = =⊗ ⊗ ⊗� � � � � �

[ ] { , }
1 1

: , : .
n m

n k n m k
k k n

P P P P
= = +

= =⊗ ⊗
Theorem 8. If {�[n]}, {�[n]} are admissible and dual families of frames, whose

bounds satisfy (8) then for every ε > 0 there exists a number N such that for every N ≤ n< m
and x ∈ � [n]�we have

( ) ( )[ ] [ ] [ ] [ ]
m m m

m n n n m n nP J J P x x P J x P x− ≤ ε + +

and the operator P given by

[ ]lim .m
n m m n

m
PJ x J P J x

→∞
=

For Jnx ∈ � ∞ is a well-defined orthogonal projection form � ∞ to �∞.
Proof. In first step we notice that �(P[n]), the domain of P[n], is the whole � [n],

so �(P[n]) meets the condition ( ) ( )[ ] [ ]
m
n n mJ P P⊂� �  for all n < m. For x ∈ � [n] and

m > n, have k: = (a, b) ∈ �n × �m–n we have

( )

( )

[ ] [ ] { , } { , }

{ , }
,

{ , }

{ , } { , } [ ] { , } [ ]

,

,

,,

, .

m

n m n

n m n

n

m
n n n n m n m

n m

n m
b

m
n m n m n n m n n

P J x P x e x e g f

x e g g f f

e g fx g f

x g f P e P x e J P x

−

−

∈

∈ ×

∈ ∈

∈

= ⊗ = ⊗ =

= ⊗ ⊗ ⊗

= =⊗

⊗= =

=

= ⊗

∑

∑

∑ ∑

∑

k k
k

a b a b
a b

b ba a
a

a a
a

�

� �

� �

�

�

The equality ( )=�  holds because e{n, m} ∈ �{n, m} and  P{n, m} is an orthogonal
projection onto �{n, m}. Now we write

( ) ( )[ ] [ ] [ ] [ ] 0.m m m m
n n n nm n n nP J J P x J P J P x− = − =

The operator P : � ∞ → � ∞ is well defined by Theorem 2.
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If x ∈ � ∞ then there exists xn ∈ � [n] for some n ∈ � such that x = Jnxn. Moreover,
for m > n we have

[ ] [ ] [ ] [ ]lim lim lim .m m
n m n n m n n n n n n n n n

m m m
Px J P J x J J P x J P x J P x ∞

→∞ →∞ →∞
= = = = ∈�

From this we deduce that the range P(�∞) of P equals � ∞.
For x, y ∈ � ∞ there exist xn ∈ � [n], yk ∈ � [k] such that x = Jn xn, y = Jnyk. Without

lost of the generality we assume that k ≤ n. Then

[ ] [ ] { , } { , }

2 2
[ ] { , } [ ] { , }

2
[ ] { , } { , } [ ] { , }

[ ]

, , , ,

, ,

, ,

, ,

n
n n k k n n n k k n n n k k n

n n
n n k k n n n k k n

n n
n k k k n n n k k k n

n n k k k

Px y PJ x J y J P x J y P x e J y e

P x J y e x P J y e

x J P y e x e J P y e

J x J P y x Py

∞ ∞

∞ ∞

∞ ∞ ∞

= = = ⊗ ⊗ =

= =

= ⊗ ⊗ =

=

=

=

=

and

( ) [ ]
2 2 2

[ ] [ ] .n n n n n n n n n n n nnP x P J x P J P x J P x J P x PJ x Px= = = = = =

We have P = P2 = P* so P is the orthogonal projection from �∞ onto �∞.

3. Operators on Segal–Bargmann spaces

In this section we briefly recall some informations about Segal–Bargmann spaces.
Let us denote by

( ) ( ) ( )2: expz z z
αμ = −α λ
π

the one-dimensional Gaussian measure on �. Here α is some positive parameter and λ
denotes the standard Lebesgue measure on �. For d ∈ ��the d-dimensional Gaussian
measure is given by 1( ) : ( ),d

d ppz z=μ = μ⊗  where z = (z1, ..., zp) ∈ �
d. If we take

a scalar product , : ( ) ( ) ( )d df g f g d= μ∫ z z z
�

 and the norm : , ,f f g=  then the

space of the equivalence classes of all functions having this norm finite is a Hilbert
space denoted by  L2(�d, dμd)(= Ld

2  for short). The equivalence here means equality
almost everywhere (i.e. except some set having zero measure). In some cases, the
choice of representatives from such equivalence classes becomes obvious and this is so
for analytic functions. If the domain of an analytic function is the whole �d, we call it
an entire function.
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Definition 9. The set of all entire functions of d complex variables that are square-
-integrable with respect to dμd is called the Segal–Bargmann space Fd.

The Fd space is a closed subspace in Ld
2 .

Definition 10. If a function ϕ: � → ��is μ-measurable and P denotes the orthogonal
projection from L2 onto F1, then the operator defined by

( ) ( )1 1:T F T f P f Fϕ ϕ⊃ ∋ ϕ ∈��

on the set ( ) { }2
1: :T f F f Lϕ = ∈ ϕ ∈�  is called Toeplitz operator and the function ϕ is

called the symbol of this operator Tϕ.
From now we take � n = L2(�, dμ), � n = F1. Using the notation of (6) we have

� [n] = Ln
2 and � [n] = Fn.

It will be useful to write the following (isometric) identifications of tensor
products:

2 2 2 , .n m n m n m n mL L L F F F+ +⊗ = ⊗ =

Now we define the isometric embeddings

1 2 2
1: 1n

n n nJ L f f L+
+⊗ ∈∋ � (9)

where f ∈ Ln
2  and 1 is the constant function 1(z) = 1, z ∈ �. We can construct two pairs

of the isometric direct systems 2 , , ,m m
n n n nL J F J  and the direct limits for them. We

notice that lim→ Fn is closed subspace in lim→ Ln
2.

Let us introduce the following convenient notations

2 2 2 2: , : lim ,n n n
n

L J L L∞
→∈

= =
�

� �

: , : lim .n n n
n

F J F F∞
→∈

= =
�

� �

Recall that �2 and � are the completions of L∞
2 , resp. F∞. Explicit form of the

isometric embedding for above direct system is as follows

2 2
{ , }

1

: 1 1 ,
m

m
n n n m m

k n

J L f f f L
= +

⊗ = ⊗ ∈∋ ⊗�

2 2
{ , }

1

: 1 1 .n n n
k n

L f f fJ
∞

∞
= +

∋ ⊗ = ⊗ ∈⊗� �

In Janas and Rudol (1990, 1994, 1995) the authors studied bounded operators
that are some generalization of Toeplitz operators acting on functions of finitely
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many variables. They used two non-equivalent approaches, direct limit and “measure-
-theoretic”. For the direct limit they give some conditions for the compactness of
Toeplitz operators in contrast to the non-existence of nonzero compact Toeplitz opera-
tors in the second approach.

The idea of constructing the Segal–Bargmann(–Fock) space of infinitely many
variables via direct limits is due to Segal (1978). In the case of functions of finitely
many variables, Toeplitz operators on Fd were used by by Berger and Coburn (1986,
1987) to represent observables from quantum mechanics.

Now we define Toeplitz operators on the direct limit �. We use an admissible
family of frames to obtain convenient form of the orthogonal projection P form �2

onto � (Theorem 8). This is a preparation for the future study of properties of
these operators.

By Lk
∞ we denote the function space of all k-variable essentially bounded

 μk-measurable functions. Recall that the essential supremum which serves as a norm
for a function ϕ in this space is given by

( ){ }inf 0 : for -a.e. .k
kC z C z∞ϕ = ≥ ϕ ≤ μ ∈�

Using isometric embeddings like (9) we can construct isometric direct system
, m

n nL J∞  with an: : lim .dn n nn
L J L L∞ ∞ ∞ ∞

∞ →∈
= =� �

�

Definition 11. If k kL∞ϕ ∈  then k kJ L∞
∞= ϕϕ ∈  and the Toeplitz operator with symbol ϕ

is given by

( ) ( ):T T f P fϕ ϕ⊃ ∋ ϕ ∈��� �

where ( ) { }( )2: : .f T f fϕ∈ = ∈ ϕ ∈ =� � � �

We write how the operator Tϕ acts on f ∈ � in some cases. If f ∈ F∞ then there
exists fn ∈ Fn such that f = Jn fn. Now we have for n < k.

( ) ( )( ) ( ) ( )[ ]kJ J J J J J J Jϕ ϕ= ϕ = ϕ = ϕ =
k

k k k
k k n n k k n n k k n n k n nT f P f P f P f T f

and for n ≥ k

( ) ( )[ ] .n
k k

n
k k n n n n k k n n nJT f P J J f J P J f J T fϕ ϕ= ϕ = ϕ =

If f ∈ � \ F∞ then exists a sequence { fn} ⊂ F∞ such that limn→∞|| f – fn || = 0. Hence,
we can estimate

( )( 0( – ) – –n n n
nf f f fT fP f →∞

ϕ = ϕ ≤ ϕ ⎯⎯⎯→

and we have Tϕ f = limn→∞Tϕ fn.
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Definition 12. If ϕ ∈ �∞\ L∞
∞ then there exists a sequence {ϕk} ⊂ L∞

∞ such that
limk→∞ ||ϕ – ϕk || = 0. Toeplitz operator with symbol ϕ is defined by

: lim , .
kk

T f T f fϕ ϕ
→∞

= ∈�

This operator is well defined because for all f ∈ � we have the following estimate

( ) .
k m k m k mT f T f f f fϕ ϕ− ≤ ϕ − ϕ ≤ ϕ − ϕ ≤ ε

So, we notice that the sequence {Tϕk f} is convergent and the limit does not
depend on the choice of particular {ϕk} approximating ϕ.

Theorem 13. Let ϕ ∈ L∞
∞, so that ϕ =Jkϕk for some ϕk ∈ Lk

∞. If  Tϕk ≠ 0 then Tϕ
cannot be compact.

Proof. By contradiction we assume that Tϕ is a compact operator. If we take any
sequence { fn} ⊂ � weakly convergent to 0 then there should be 0.→∞

ϕ ⎯⎯⎯→n
nT f  So,

we take a sequence of vectors of the form �( )1: ,n k nf J g f+= ⊗  where g ∈ Fk, � 1.∈nf F

What is more we assume that Tϕk
g  ≠ 0 and �nf  is weakly convergent to 0 (� 0nf � ) but it

is not norm convergent. From this we have 0.nf �  Now we write the following equalities

�( )( ) �( )( )
( ) �( ) ( ) �( )

( ) �( ) �

1
1 1

1 [ 1] [ ] 1

[ ] 1

1 1

.
k

k
n k k k n k k k n

k k k n k k k n

k k k n n

T f P J J g f PJ J g f

J P g f P P g f

P g P f T g f

+
ϕ + +

+ + +

+ ϕ

= ϕ ⋅ ⊗ = ϕ ⋅ ⊗ =

= ϕ ⊗ ⊗ = ⊗ ϕ ⋅ ⊗ ⋅ =

= ϕ ⋅ ⊗ =

The first term 
k

T gϕ  is constant (non-zero) and the second term �

nf  is not con-

vergent to 0 so nT fϕ  do not converge to 0 which is a contradiction with assumed

compactness of the operator Tϕ. This ends the proof.

The author wants to express his gratitude to professor Krzysztof Rudol for conversa-
tions and numerous comments that helped write and improve this article.
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