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Abstract: The paper describes a solution of a problem of developing of fuzzy rules compliant
with the Takagi-Sugeno approach where a number of available examples (observations) is not
sufficient. Modeling of fuzzy premises and generating functions describing a dependence of
a result variable on antecedents are described. In our original approach a problem of identifica-
tion of membership functions of variables com-posing premises and a problem of consequent
parameters identification are solved. For the first one, we used a simple technique based on
individual judgements of experts. The second one is solved with a linear programming method.
In particular, our approach to formulate the consequent parameter identification problem allows
using of an extremely effective T-S method when a data-driven approach cannot be applied. In
the paper we present a description of our methods and results of simulations of accuracy of the
proposed approach, based on commonly known benchmarks. The achieved accuracy of classifi-
cation is sufficient for the most of decision-making systems of an expert nature.
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PROJEKTOWANIE ROZMYTYCH SYSTEMOW TAKAGI-SUGENO
METODA UCZENIA NA PODSTAWIE PRZYKEADOW,
GDY LICZBA DOSTEPNYCH DANYCH JEST NIEWYSTARCZAJACA

Streszczenie: W artykule opisano rozwiazanie problemu opracowania regut rozmytych zgodnych
z podejsciem Takagi-Sugeno, gdy liczba dostepnych przyktadéw (obserwacji) jest niewystarcza-
jaca. Opisano modelowanie rozmytych przestanek oraz generowanie funkcji opisujacej zalez-
nos$¢ zmiennej wynikowej od wartosci przestanek. W naszym autorskim podejSciu rozwigzany
jest problem identyfikacji funkcji przynaleznosci zmiennych definiujacych przestanki oraz pro-
blem identyfikacji parametréw funkcji opisujacej konkluzje. Do rozwigzania pierwszego z nich
zastosowaliSmy prostg technike opartag na indywidualnych ocenach ekspertéw. Drugi natomiast
rozwiazujemy metoda programowania liniowego. W szczegdlnosci, nasze podejscie do problemu
identyfikacji parametréw funkcji opisujacej konkluzje pozwala na zastosowanie niezwykle efek-
tywnej metody T-S wowczas, gdy nie mozna zastosowac podejscia opartego na danych. W pracy
przedstawiamy opis naszych metod oraz wyniki symulacji doktadnosci proponowanego podej-
Scia na podstawie powszechnie znanych benchmarkow. Uzyskana doktadno$¢ klasyfikacji jest
wystarczajaca dla wigkszosci systemOw decyzyjnych o charakterze eksperckim.

Stowa kluczowe: systemy ekspertowe, logika rozmyta, pozyskiwanie wiedzy, systemy oparte na
wiedzy, programowanie liniowe, model Takagi-Sugeno
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1. Introduction

The Fuzzy Rule-Based Systems (FRBS) is nowadays one of the most promising
method of solving decision support problems, both in a form of regression tasks
(Aghaeipoor and Javidi 2019) and classification tasks (i.a. Sousa et al. 2019). Although
the highest expectations are currently associated with so-called black box systems, be-
cause of a transparency and an interpretability of FRBS and thanks to their ability to
combine a high expressiveness with a form similar to that of experts’ reasoning, they
are still being developed. An important obstacle against widening of the use of FRBS is
an acquisition of knowledge, especially there are no sufficient sets of training data.

In the last decades reasoning systems based on declarative knowledge acquired
from observations (a data-driven approach) are opposed to those in which knowledge
is formulated by experts (a knowledge-based approach) (Mutlu et al. 2017). It is gener-
ally accepted that the data-driven knowledge acquisition is much more effective
(Hillermeier 2015). This approach has been further amplified by the great interest on
a knowledge discovery by machine learning — especially deep learning and data mining.
Clearly, the data-driven approach requires an availability of at least a statistically
significant number of patterns (observations). In some cases, a lack of the appropriate
number of observations can be compensated by simulation methods. This approach can
be illustrated with a reinforcement learning from games of self-play (e.g. Nakayashiki
and Kaneko 2018) or metamodeling (Maciot et al. 2018).

Even if using of the data-driven approach is possible, transparency and interpret-
ability of fuzzy systems built in this way is problematic (Chen et al. 2018). It should be
also remembered that transparency and interpretability of fuzzy systems is often high-
lighted as one of their key advantages, especially when compared to the “black box”
approximation methods, such as Artificial Neural Networks (Nasiri et al. 2013).
Furthermore, an autonomous or a semi-autonomous (with a limited interaction with
a human expert) defining rules from data can be also a demanding process itself
(Castro et al. 2001, Ishibuchi and Yamamoto 2004).

Nevertheless, there are research problems requiring the use of an inference based
on declarative knowledge, for which there is no possibility of using the data-driven
knowledge acquisition or the data expansion by simulation. One can mention here, i.a.:

— designing of new technical (e.g. new materials with no sufficient physic-based nu-
merical models), technological, organizational or business solutions etc.,

— predicting a behavior of people, communities or organizations when introducing
new ways of influencing or when only fragmentary data are available,

— designing new solutions with the help of simulations, when the classical design of
experiments approaches does not guarantee a representative number of examples,

— agent’s behavior modeling in Multi-Agent Systems,
and many others.



Design of Takagi-Sugeno fuzzy systems by learning from examples... 95

In all these cases, a discussion about ways of the data-driven knowledge acquisi-
tion is devoid of the purpose. The only available sources of knowledge are experts
and/or a so-called point acquisition of knowledge method (a use of machine learning
techniques for a limited number of examples/observations considered as representa-
tive by experts). Acquiring knowledge directly from experts is associated with classical
“crisp” expert systems. Unfortunately, a limitation of this approach is its low expres-
siveness and, on the other hand, limited capabilities of experts to grasp many nuanced
examples. For this approach, many learning-by-example methods have been develop-
ed (e.g. ID3), which, however, do not allow to remove the described limitations
and only simplify the process of inference. Fuzzy modeling and fuzzy inference
principles significantly increases the expressiveness of rule systems. One of the best-
-known examples is the Mamdani’s method (Mamdani and Assilian 1975). The
method is simple and expressive. Moreover, suitable techniques for acquiring know-
ledge have been developed (e.g. Wang and Mendel 1992). Results of our previous
studies confirmed a significant increase in the effectiveness of this method in a relation
to classical reasoning systems (Rebiasz and Maciot 2015, Maciot and Rebiasz 2018).
Unfortunately, the expressiveness of the Mamdani’s method and the methods of
knowledge acquisition connected with it are still not sufficient to solve complex
problems, especially since increasing of a number of rules may lead to high computa-
tional requirements.

The concept of Takagi and Sugeno may improve an expressiveness/computational
efficiency relation both for tasks and classification tasks. Here we can also refer to the
results of our research (Maciol 2017), which for a specific case showed an increase of
the inference effectiveness expressed as the mean absolute percentage error by about
19% comparing to the results of the Mamdani’s method (by 29% in a relation to the
classical method) and by 20% comparing to the Mamdani’s method (26% in a relation
to the classical method) if expressed with the maximal relative deviation. Such a signif-
icant increase in the expressiveness is a result of a fact that relations between anteced-
ents and conclusions are not described explicitly but with an arbitrary function. How-
ever, Takagi and Sugeno themselves, as well as other researchers developing their
concept assumed that the formulation of such a function requires having an adequate
number of training data to generate the appropriate function (by any methods and
in any form).

As mentioned above, there are many problems with an insufficient number of
patterns or with no patterns at all. In cases when an expert system must by developed
on the ground of experts’ judgments and/or “point” experiments, proper knowledge
acquisition methods and techniques of reasoning, providing sufficient level of the reli-
ability must be found.
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The solution proposed in this paper addresses the situation of the insuffi-
cient number of examples (observations), while domain experts are able to provide
expertise formulable as rules. The authors tried to adapt the Takagi-Sugeno (T-S) ap-
proach, initially developed for the data-driven approach, to a situation with insufficient
training data.

2. Description of the problem

In the case when knowledge is defined arbitrarily by domain experts or on the
basis of arbitrarily designed experiments (physical or numerical), datasets are insuffi-
cient for systematic machine learning algorithms. The choice of available alternative
methods depends on chosen knowledge and reasoning models. In the case introduced
above, crisp reasoning methods are the most natural choice. In this case rules formu-
lated directly by experts or automatically extracted from given examples are in the
form of Horns’ clauses, which may be represented as IF.. THEN rules:

IF 4; AND... AND 4, THEN B; AND... AND B,

where A4; and B, are the atoms in selected logic (propositions, predicates or other
terms). In the case of “crisp” reasoning in expert systems the atoms are most often in
the form of:

xl'OX (1)

where o is a logical connective (=, <, >, in, between and others) between a given value
and an element of its domain (for example x; = 10, xy in [2, 3, 4}, x; between <1; 10>).
The X values are selected from the domains of current input exemplary values or val-
ues ranges (called by us support points). For crisp reasoning, the whole process is con-
trolled by a knowledge engineer, cooperating with a domain expert.

As it was mentioned above, the expressivity of the crisp expert systems is
often insufficient. One of the possible solutions is employing fuzzy reasoning methods.
The usual first-choice approach is the Mamdani model. The schema of a rule is very
similar to the schema of a crisp rule and can expressed in a form

x; is X (2)

where x; is a crisp value of the current input and X is a linguistic term represent-
ing fuzzy set, given by a membership function p4(x). In this case, a knowledge acquisi-
tion process includes additionally defining of fuzzy numbers and their membership
functions.
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When the Takagi-Sugeno approach is employed, the form of a rule is more com-
plex and can be expressed in a form proposed in Takagi and Sugeno (1985):

R:IF (f(xpis Ay, -+, xpis A, )) THEN y=g(xp, -+, x; ) (3)
where:
y — avariable of the consequence whose value is inferred,
x1—x; — variables of the premises that appear also in the part of the conse-
quence,

A-A; — fuzzy sets with linear membership functions representing a fuzzy sub-
space in which the implication R can be applied for reasoning,
f — logical functions connecting propositions in the premise,
g — afunction that implies the value of y when x;—x;, satisfies the premise.

If the T-S is applied for a classification task, a domain of the numerical function y
must be furtherly converted into a discrete set of values representing classes.

Design of a T-S model consist of four stages (Takagi and Sugeno 1985):

— identifying of variables composing premises of implications and variables repre-
senting consequences,

— formulating of rules,

— formulating of membership functions of fuzzy sets in the premises,

— establishing parameters in the consequences.

After these steps, an inference can be executed basing on the original algorithm,
including all rules for each set of premises’ variables.

A key problem in terms of the knowledge-based approach is solving of two problems:
identifying of the membership functions of the variables composing the premises and
a consequent problem of identifying of the parameters. The method proposed by us is
based on a novel approach, different from those already used for the T-S methods. It differs

— in a way of formulating membership functions representing the fuzzy subspace
(the linguistic variables) for the precondition’s values and
— in a method of formulating a function that implies the value of the consequence.

2.1. The formulation of membership functions of fuzzy sets
in premises in T-S approach

The first step of formulating a model of preconditions is bringing domains and
hence values of all variables in premises to a common base. The essence of the T-S
method is that all of input variables must be in a quantitative form. In a case where the
preconditions’ variables have a qualitative character, they can be converted to the ordi-
nal quantitative one by simply projecting on a certain scale (a range variable).
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In a case where we have a sufficient number of observations, the formulation of
functions of fuzzy sets in premises can be implemented by various calculation methods
as shown i.a. in Castro-Schez et al. (2013). In Ruspini (1970) some automatic meth-
ods of fuzzy clustering useful for this purpose are presented. Using of membership
functions which are automatically derived from numerical data is presented also in in
Hong and Chen (2000), Castro-Schez et al. (2004), and Fernandez et al. (2015).

In Shell and Coupland (2012) a concept of a semi-automatic method for acquiring
variables and their possible values is presented. Experts, who decide into how many
fuzzy sets a domain of each variable will be divided, their limits and their vagueness
(how much each set overlaps its neighbors) play an important role in this method. This
technique is in its sense similar to our proposal. In the data-driven approach, formulat-
ing of membership functions of fuzzy sets in premises requires previous decision, how
to obtain a whole Knowledge Base from a given Data Base and how to obtain a number
of rules (Gacto et al. 2014).

In the absence of proper observations, the mentioned above problems become
pointless. In our approach the formulation of the structure of the Knowledge Base
must be implemented on the basis of subjective expert decisions. The number of rules,
for example, results from the number of premises and the cardinalities of its domains.
Hence, membership functions of preconditions must be determined subjectively.

In our solution the ranges of variation for the variables of the premises are pre-
determined. Next, the ranges of the input variables of the premise are divided
into fuzzy subspaces. The number of subspaces m; can be different for each of vari-
ables. Each of subspaces is described by left ((c;;)) and right ((c:,r j)) endpoints —
where i is the index of the input variable and j is the index of the subspace. The sub-
spaces aren’t contiguous (the right endpoint of the subspace i is different from the left
endpoint of the subspace i + 1). In a complementary interval (intervals), we describe
a relationship of the values of the premises to the linguistic variables as a linear func-
tion, although we do not exclude other solutions (e.g. Gaussians). In the Figure 1 we
present an example of a variable which has the value between 1 and 10 projected into
three linguistic values (A1, A, A3).

A, A, Az

o F————=—

1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0 2.0 1

Fig. 1. The membership function of the variable projected to three linguistic values

A degree of belonging to the linguistic variables is determined by a function of any
form. In the case of the knowledge structure presented above, the value of the mem-
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bership function for the element x; to the fuzzy set represented by the subset j — ;(x;) is
determined with an equation:

: - +
1 if Ci,j le' Sci,j
Cij+l =X .. . _
_]— 1f]<mand c:j>x,~<c,~’j+1
Ci,j+1 —Cij
]t L]
Wy (x)= . )
Xi—=Cij1 ... + _
4+ if ] >1 and Ci,j—l >Xx; < Ci,j
Ci,j ~Ci,j-1
0 elseif

During the initial design of the T-S model it had been acknowledged that when
ranges of conclusions of concurrently fired rules differs significantly, comparing the func-
tions might not be straightforward. Also, a coherent method of calculation of the con-
clusion functions’ parameters is not possible. It was decided that an internal normaliza-
tion of the values of all premises is necessary. The internal normalization consists of
using the highest and the lowest values of some range compared as references to trans-
form the original scales into the range [0, 1]. In our case, we used the highest value of each
premises’ value as a reference. The formulation of the membership functions of the
fuzzy sets in the premises had not been changed, however a subsequent normalization
of both input data and boundaries of ranges describing conclusions was necessary.

2.2. The establishing of the parameters in the consequences

Due to the nature of the T-S method, the conclusion must be presented in the
form of a numerical variable. Takagi and Sugeno applied their method for regression
problems. In such a case, a continuous output value is a natural result. For classifica-
tion tasks, numerical value of a conclusion must be transformed into a discrete range.
It is straightforward in the case of control systems and the use of observations to deter-
mine the parameters in the consequences. In the case of classification tasks with the
use of observations, the problem of transforming linguistic values into the numerical
form and then — after reasoning — the reverse transformation appears. In the case of
generating consequences basing only on experts’ judgments, regardless of whether we
are dealing with a problem of controlling or classification, the expert must determine
a way of representation of the consequences in the numerical form. In our research,
according to an approach presented i.a. in Setnes and Roubos (2000), we assumed that
the value of the conclusion will be referred to as the range variable:

yie (3o (5)
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The task of the expert is to set the limits of the ranges for each i-th linguistic value
of the conclusion. Unlike the subsets of the premises, the ranges of the conclusions
must be contiguous.

In the next stage, we formulate a model that allows determining a function that
implies the value of the consequence according to the T-S method. In the original ver-
sion of the T-S approach, one of the regression analysis methods (least squares meth-
od) is used to express the final form of the function defining the conclusion. Currently,
many other methods described in the literature (Alcala et al. 2007) allows the formula-
tion of such a function, i.a.:

global least squares,
local least squares,
product space clustering,
evolutionary algorithms.

Since that publication, many important works in expanding and improving tech-
niques of knowledge acquisition have been undertaken, i.a. evolutionary data base
learning (Alcala et al. 2007, Gacto et al. 2014), least squares in many modifications
(Gu et al. 2017, Liu et al. 2017), convex optimization technique (Moon et al. 2019) and
others. Unfortunately, all of these heuristic methods are based on an analysis of train-
ing data. To the best knowledge of the authors, there is no methods allowing formulat-
ing the function basing only on experts’ predictions.

In many cases presented in the literature the problem of the lack of adequate training
sets allowing to determine the parameters of the function of the conclusion is solved by
using as the conclusion a constant singleton. Such a solution is presented, among others,
in the case of agents modeling behavior in MAS (Francisco et al. 2019), diagnosis of
diabetes (Singla 2015), industrial process control (Kaur and Kaur 2012) and many oth-
ers. It is clear that this simplification significantly reduces the potential of the T-S method.

Considering the inability of using of sufficiently large training sets in our earlier
studies (Maciol 2017), we used the set of equations described with the defined above
support points. The solution of the set of equations gave coefficients in the line function
sought. It turned out that for a larger number of premises, this approach does not give
satisfying results. For some combinations of premises’ values, the estimated value of
the consequence went beyond the predicted range. To avoid this problem, an approach
derived from the Linear Programming concept was used.

The core of the process of generating functions employs the support points. We
assumed it would be the Cartesian product of left and right endpoints of each precon-
dition’s variables. For each combination of the values of the preconditions’ variables,
the consequence numerical values must be in the range set for the appropriate conse-
quence linguistic value. For each variable describing the premise we are taking into
account two extreme values and for them we are building two conditions limiting the
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solution (in any case, the value of the function must not exceed the range of acceptable
variability of the function describing the conclusion). In total, we obtain the number of
constraints equal to double the product of all cardinalities of the domains of precondi-
tions. Furthermore, we introduced constraints d ensuring that the extreme values of
preconditions’ variables will lay in some distance from boundaries of the range defined
for the respective consequence (Equation (11)). We initially assumed that these limit
values will be 10% of the range. During the simulation it turned out that in some cases
such restriction is too sharp and do not allow finding a solution. In such cases, the
restriction is iteratively weakened by one percentage point until a solution is obtained.

After solving the so-defined linear problem for each of the rules, we set the pa-
rameters of the function that implies the value of y when appropriate variables satisty
the premise:

Yi = Pit¥1+ PinXot.ooF Dim¥y (6)

During preliminary research it was decided that fitting of the conclusion functions
to the extreme values is better when values of p; ; are small and positive. Constraining
of this range might lead to the situation when the LP task is unsolvable because that
arbitrarily defined constraints on the y; variable cannot be fulfilled. The upper bound-
ary of p; — u values is defined with an equation:

u= rniin X; (7
where:
P
1 m
- 3)
2.
j=1

That eliminates the situation when reaching of the lower boundary of the constraint y;”
would not be possible. To eliminate the situation when obtaining the computed value
lower than or equal to the upper boundary y;". would not be possible, we set the values of
these constraints as the minimum of the solution of the system of inequalities:

m
DLucij 2y,
j=1

m
- +
ducij <y
j=1

and the pre-adjusted value y;". If it is necessary to increase the initially assumed upper
boundary (what enforces increasing of the lower boundary), it is necessary to repeat
a procedure of selecting of the upper range of p; and the upper constraint y;*. In a case
of normalization of input variables, it is guaranteed that this problem will be solved in

©)
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a finished number of iterations. The mentioned above constraints in the LP problem
for each i-th rule can be formulate as follows:

- - - - +
Ci1Pitt CipPint + Cim 1Pim-1* CimPim < Vi
CiaPintCioPint+CimAPim-1*tCimPim2Vi
T a4 Ch cht e+ i . + + . < +
Cz,lpz,l C1,2p1,2 Cz,m—lpl,m—l Cz,mpz,m S
_ _ _ + _
Ci1Pi1 +CioPi2t + Cim 1Pim-1*CimPim 2 Vi
T a4 Ch sy e + . + c: . < +
Cz,lpz,l C1,2p1,2 Cz,m—lpl,m—l Cz,mpz,m =i
_ _ + _ _
Ci1Pi1 +CipPipt + Cim 1Pim-1*CimPim 2 Vi
- - + + +
Ci1Pi1 +CioPi2t + Cim 1Pim-1*CimPim <Y

- - +
Ci1PintCipPiot "+ Cim_1Pim-1
(10)

+ + + + +
Ci1Pil Tt CioPi2+t +CimAPim-1+CimPim <Yi

+ + + + -
Ci1Pil T CiaPi2t  + CimA1DPim-1TCimPim 2 Vi

Mz

CijPij S(yi‘ +d; (y?—yf))
=1

~
I

Mz

¢iipij Z(yi+ - d; (y?—yi‘ ))
=1

~
I

pijz0 for j=1,..,m

pijsu for j=1,...,m

where ¢; ; — a left endpoint of a j-th antecedent in an i-th rule and cl-f ;j — aright endpoint
of a j-th antecedent in an i-th rule.

In the proposed solution, LP is applied to find the best fit of the conclusion func-
tion to the extreme values of the premises in each rule. Hence, it is not a classical
optimization problem and an objective function must be defined in a specific way.
It was assumed, that a sum of distances between the conclusion functions computed for
the searched parameters and the values of this function computed for the given value,
constant for all premises, will be minimized. The same given value might be used for all
premises thanks to normalization of premises. To eliminate a sign problem it was
assumed that the constant is the value of the conclusion function computed for the
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maximal values of all p;; — u parameters, computed as above. As a result, the objective
function might be expressed in the form:
/
2. (4= by ) > min (11)
k=1

where:

a1 =u(c,~_’1+c,~_’2+~~-+c,~_’m_1 +c,~_’m)

_ - — - +
4o = u(Ci,l TCo+F G tCim )

+ + + +
4] = M(Ci,l TGt G tCim )

(12)

bii=c¢i1pi1+¢i2pi2++ Cim—1Pim—1 + CimPim

— — — +

bip =¢i1pi1 +¢ioPip+  + Cim—1Pim—1 + CimPim

_ .+ + + +

by =¢i1pia +¢iaPiz+ -+ ¢ m1Pim—1+CmPim
[=2"

A reasoning in our approach may be conducted identically to the classical T-S ap-
proach. In our research, we accepted the operator PROD as an aggregation function
for rules. Tests using other operators had not bring visible changes in simulation
results. Hence, a result is a continuous numerical value. If the consequences function is
defined only basing on experts’ judgements and the reasoning is used for classification,
the expert himself must define how the numerical value of the consequence is inter-
preted linguistically. We assumed that the value of the conclusion is within the particu-
lar range and after reasoning is transformed to the linguistic form. The value of con-
clusions is calculated in following form:

i
2 Wi Yi

result = kl— (13)
PR
k
where
X;—¢i
Wi = Jf oL
j=16.j ~Cj

x; — a current value of the j-th precondition,

k — an index of the fired rule,
[ — a number of the fired rule.
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The rule is fired when all values of the analyzed case’s preconditions are within
the range set for this rule or are close to its boundaries (they are in the ranges of
“neighboring” rules).

In earliest publications authors used a simple mechanism, dividing the range to
equal subspaces (Setnes and Roubos 2000). Each subspace corresponds to the particu-
lar linguistic value. This approach is referred below as “classical”.

In our opinion this solution can be used for a limited cardinality of domains
of conclusions and with a monotonous dependence of the value of the conclusions
on the value of premises. We have examined a possibility of using other methods
of transforming numerical result of reasoning into linguistic values. We proposed
that a “similarity index” rather than an average value should be decisive in classifying
the conclusions value into the certain class. Such an approach assigns the numeri-
cal result of reasoning of y; to the particular class (defined with the interval constant)
with a function, defining a degree of membership into the particular range with
the Manhattan distance to the boundary of the range. We studied two variants of clas-
sification. In the first one, regardless of the conclusion originally assigned to the
given rule, the range in which the inference result was located was sought (variant I).
We also assumed that for the extreme values of the ranges of the conclusions, the dis-
tance will be measured from the lower or upper boundary of the range, respectively.
The “similarity index” s; replacing a directly computed value y; is set according to the

equation:
1-—2— iy, <¢f
a-a
ABS C; +E(Cl' — ¢ )_yi
s;=41- 1 if ¢ <y;<c¢’ and 1<i<n (14)
E(C;r—ci_)
i
Yi—Cen . -
= if yi 2 e
L Cen— Cen

where cn — a number of the conclusions values. The ultimate classification proceeds
the same way as described above.

In the second option, only the range originally assigned to the conclusion of the
rule was taken into account (variant II). For each conclusion of the fired rule y;,
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the distances from the lower (d/) and the upper (du) boundaries of the conclusion’s
range for this rule is computed. These values are computed with the equation:

dl =0 i o <y <cf

Ci —C
dl=1if y; >¢
dl=0 if y; <¢;
(15)
C-.'——y.
du=-—-—=Lif ¢ <y, <¢f
+
¢ — ¢
du=11ify <¢
du=0 if y; > ¢}

These distances are weighted (as in the classical variant) and summed if more

than one rule points to the same conclusion. The classification proceeds according to
the following algorithm:

Flag = True
MaxResult = 0
For 1 = 1 to cn
If du(i) <> 0 And Flag Then
Flag = False
MaxResult = du(i)
Result = 1
Else
If dl(i) > MaxResult Then
MaxResult = dl (i)
Result = 1
End If
End If
Next

3. Experimental results

The assumption that knowledge is formulated by experts basing on their subjec-
tive judgments and is not based on a set of examples (observations) precludes in princi-
ple a possibility of verifying a correctness of so-formulated rules. However, we have

made an attempt to evaluate the accuracy of the proposed inference method with the
commonly used benchmarks.
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Our goal was verifying the hypothesis, that the T-S method might be successfully
used for solving classification tasks with knowledge acquired from human experts, not
from data. In our work we also have examined results obtained with the classical “crisp”
reasoning methods and the Mamdani’s method, with the same set of rules as in the
proposed T-S approach modification. In these approaches knowledge acquisition is sim-
pler, however the authors’ earlier research suggests worse effectiveness of classification.

3.1. Example 1

Firstly, we used the iris data commonly used in classification and pattern recogni-
tion studies (Fisher 1936). It contains 150 measurements of four features from three
species: Iris setosa, Iris versicolor and Iris virginica. The features are: sepal length — xy,
sepal width — x,, petal length — x5, and petal width — x4. Our experiment consisted of
formulating the rules based on data presented in the iris data set, but without using any
data analysis methods. It was assumed that all of features will be described with the
scale [small, large].

The initial division of the premises into two categories resulted with 16 rules cor-
responding to the Cartesian product of the four features (each of two values). For each
of the generated sets of premises we set the expected value of the answer (the species)
using of course the examples but not using any analytical methods. The rules defined in
this way are presented in Table 1. Basing on the analysis of the examples, assuming
in principle a regular distribution, we have established the ranges of the linguistic val-
ues for each feature (Tab. 2).

Table 1
The rules for iris data
Rule No. Premises Consequence
X X, X3 X4

1 small small small small Iris setosa
2 small small small large Iris versicolor
3 small small large small Iris versicolor
4 small small large large Iris virginica
5 small large small small Iris setosa
6 small large small large Iris versicolor
7 small large large small Iris setosa
8 small large large large Iris versicolor
9 large small small small Iris versicolor
10 large small small large Iris virginica
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Table 1 cont.

11 large small large small Iris versicolor
12 large small large large Iris virginica
13 large large small small Iris versicolor
14 large large small large Iris versicolor
15 large large large small Iris versicolor
16 large large large large Iris virginica
Table 2
Boundaries limits for features
Feature
X1 X2 X3 X4
source |normalized| source |normalized| source |normalized| source |normalized
Range: |4.30-7.90( 0.54—1.00 [2.00—4.40| 0.45-1.00 [1.00-6.90| 0.14-1.00 | 0.10-2.50 | 0.04—1.00
- 4.30 0.54 2.00 0.45 1.00 0.14 0.10 0.04
small
+ 5.74 0.73 2.96 0.67 3.36 0.38 1.06 0.40
- 6.46 0.82 3.44 0.78 4.54 0.66 1.54 0.68
large
+ 7.90 1.00 4.40 1.00 6.90 1.00 2.50 1.00

To perform the classification, the output of the T-S model was used with the fol-

lowing classification rule:

if 0.0<y, <1.5

if 1.0<y, <3.0

if 20<y, <45

where: ¢/ — the classifier, 1 — Iris setosa, 2 — Iris versicolor, 3 — Iris virginica.

Let consider the example of the first rule:

IF sepal length is small
AND sepal width is small

AND petal length is small

AND petal width is small

THEN species 1is Iris-setosa

(16)
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The adopted rules allow to formulate an LP task:

— The constraints arising from the required inclusion of the conclusion’s value wi-

thin the given boundaries:

0.54-
0.54-
0.54-
0.54-
0.54-
0.54-
0.54-
0.54-

0.73-
0.73-

— The constraints

le +04- pl,Z +0.14- p1’3 +0.04- p174 <15

pr1t+0.45-
p11+045-
p11+0.45-
p11+045-
P11+ 045
pr1t+0.45-
pr1t+0.45-

pl,l +0.67-
le +0.67-

P2+ 0.14- Pzt 0.04- P42 0
P12+ 0.14- p13+0.40- py 4 <1.5
P12+ 0.14- P13+ 0.40- D142 0
P12+ 0.38-p13+0.04-py 4 <1.5
P2+ 0.38- i3t 0.04- P42 0
P12+0.38-p3+0.40-p 4 <1.5
P12+ 0.38- p3+0.40-p; 4 20

pl,Z +0.38- p1’3 +0.40- p174 <15
P12 +0.38- P13 +0.40- P14 >0

(17)

enforcing to the extreme values of preconditions’ variables the

total maximum distance of the consequence value from its boundaries to be gre-

ater than a given value (10%):

0.54'}7171 + 0.45'}71’2 +0.14- P13 + 0.04'}71’4 <0.15
0.73- le +0.67- pl,Z +0.38- p173 +0.40- p174 >1.35

— The additional constraints:

p1j 20 for j=1,2,3,4
prj <16 for j=1,2,3,4

— The objective function:

(15-(0.54+0.45+0.14+0.04) = (0.54- pyy +0.45- py o+ 014 py 3+ 0.04- py )+

+(1.5-(0.54+045+0.14+0.40) ~ (054 py 1 +0.45- py o+ 0.14- py 3+ 0.40- py 4)) +

4+ ...

+ (15 (0.73+0.67+0.38+0.40)~ (0.73- py 1 + 0.67- py 5+ 0.38- py 3+ 0.40- py 4 )) =

+

— min

(18)

(19)

(20)
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After solving the LP problem, we get the following rule:

IF sepal length is small
AND sepal width is small
AND petal length is small
AND petal width is small
THEN y; = 0.0000 - x; + 0.3797 - X, + 1.5000 - x3 + 1.5000 - x4

The next 15 rules were generated in the same way.

The accuracy of the knowledge acquisition approach was tested by comparing
the classification made with the T-S algorithm with the real values. The simulations
were carried out for three mentioned above methods of transforming of the numerical
values into the linguistic values (classical, variant I and variant II). Differences be-
tween the mechanisms of transformation can be shown with the example. If x; = 6.8,
X, = 2.8,x3 = 4.8 and x4 = 1.4 (when normalized respectively 0.86, 0.64, 0.70 and 0.56)
then the valid classification is iris versicolor. For this case the rules presented in the
Table 3 are used.

Table 3
The rules used in an example of reasoning

Rule No. Premises Consequence Reasoning Weight Weighted
result result
large small large small . .
11 Iris versicolor | 2.7277 | 0.4286 | 1.1691

0.0000 | 1.3266 | 1.5000 | 1.5000

small large large large L
12 Iris virginica 3.3224 0.5714 1.8984

0.8652 | 1.5000 | 1.1257 | 1.5000
Total 3.0675

According to the classical method used in the T-S classifiers, the linguistic conclu-
sion is Iris virginica because the numerical result of reasoning (3.0675) is within the
range <3.0, 4.5>. For the variant II, the same result is obtained. The relative distance
of the numerical result of the rule 11 from the boundary between ranges indicating for
iris-versicolor and iris-virginica (3.0) is smaller than the (relative) distance between the
numerical result of the rule 12 and this boundary. A different transformation result
may be obtained with the variant I because the numerical result of reasoning with the
rule 11 closer to the middle of the range <1.5, 3.0> then the result of rule 12 to upper
bound of range <3.0, 4.5>. The rule 11 indicates Iris versicolor. All three methods of
classification are shown in Figure 2.
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Classical
3.07
L 1 1] ]
0.0 1.5 3.0 4.5
Iris setosa Iris versicolor Iris virginica
Variant|
2.73 332
2.25
|<—’ - N
| ! ! ]
0.0 1.5 3.0 4.5
Iris setosa Iris versicolor Iris virginica
Variant 1l
2.73 3.32
—ile
1 | il 1
0.0 15 3.0 4.5
Iris setosa Iris versicolor Iris virginica

Fig. 2. Comparison of results with three different approaches to classification

The simulation examined all three methods. In each case, the accuracy of the clas-
sification was measured as the ratio of the number of correctly classified objects of
the given set to the number of all objects of this set. The results of the simulation are

presented in Table 4.

Table 4
The results of the simulation for iris data
Method Effectiveness of classification [%]
Classical 91.33
Variant | 92.67
Variant II 92.67

The presented results are comparable with those obtained for the same data set
using different methods based on large sets of learning examples. Riza et al. (2015)
presented results of classification with several fuzzy rule-based classification methods.
The effectiveness was between 94.00 and 97.34%.

Classification with the same rules, but with the crisp reasoning and the Mamdani’s
approach resulted with significantly worse effectiveness, respectively 82.00 and 87.33%.



Design of Takagi-Sugeno fuzzy systems by learning from examples... 111

3.2. Example 2

The simulation of the commonly used cancer database obtained from the Univer-
sity of Wisconsin Hospitals, Madison by Wolberg et al. (1995) was also provided. In the
original version, the database includes 699 samples with nine attributes which were
primarily used to classify breast cancer as either benign or malignant basing on a cell
description gathered by a microscopic examination. Each attribute is described on the
scale of 1 to 10. Such a large number of attributes excludes the possibility of using
an expert judgment even after transforming a numerical scale into a qualitative scale
(in the case of two values of the linguistic variables, we have 2’ =512 examples). How-
ever, studies based on the data-driven approach (Garg et al. 2009) shows that only
three attributes: uniformity of cell size (x;), single epithelial cell size (r,) and Normal
Nucleoli (x3) attributes are significantly important to decide the tumor type. Limiting
the number of attributes allowed us to use the mentioned data set to verify our con-
cept. We transformed data in the numerical scale of 1 to 10 to the qualitative values
[small, large]. Basing on sample data but like in the Example 1 without using any data
analysis methods, we have formulated eight rules. Three simulations analogous to
those carried out in Example 1 were conducted. The results are presented in Table 5.

Table 5
The results of the simulation for cancer data
Method Effectiveness of classification [%]
Classical 89.41
Variant [ 89.41
Variant 11 94.85

In this case the accuracy of classification is slightly lower than results presented in
other studies. For example in Bekaddour (2012), the results of classification with the
neuro-fuzzy inference technique ANFIS (Adaptative Neuro-Fuzzy Inference System) are
presented. The results show that the best performances are obtained by this model com-
pared to others cited in literature (98.25%). The authors believe that a superiority of the
data-based approach arises from much higher number of samples than in Example 1.

As expected, the “crisp” reasoning resulted with the lower accuracy, equal to
90.56%. A surprisingly good result was obtained with the classical Mamdani method
(95.14%). This result is better the one obtained with the T-S method. In the authors
opinion, that might be caused by the fact that both input data and classifier have
a dichotomous form. It significantly reduces advantages of T-S method. However,
proving this hypothesis requires further works.



112 A. Maciol, P. Maciot

3.3. Example 3

We have attempted to verify the results of our method in comparison to data-
driven methods in the case when the number of antecedents in reasoning rules is too
large for them to be covered by experts, but there is a possibility of “structuring” of
the knowledge base (Mutlu et al. 2017). As a test case we used the so-called “Adults”
data set (Kohavi and Becker 1996). The US Adult Census dataset is a repository of
48 842 entries extracted from the 1994 US Census database. The database is used to
form models to predict whether an individual made more or less than $50 000 in 1994.
Each entry contains 15 variables referring to an individual. These attributes have
qualitative or quantitative character. Such a large number of attributes and cardinality
of its domains excludes the possibility of using a knowledge-based approach to describe
the problem even after the transformation of continuous values into linguistic variables.

Due to the purpose of the research (verification of the effectiveness of the pro-
posed method), the Adults problem has been simplified. The number of examples was
limited to the group “Male” and “White” and those for whom there were no cases of
capital-gain and capital-loss. The corresponding attributes have been eliminated. We
removed the continuous attribute fnlwgt (final weight). We also eliminated attribute
education because it is represented by the education-num. We have limited the domain
of the marital-status attribute to values: Married-civ-spouse, Divorced, Never-married,
Separated, eliminating Married-AF-spouse, Married-spouse-absent and Widowed
due to the small number of suitable examples. We have reduced the domain of
the occupation attribute to values Tech-support, Craft-repair, Other-service, Sales,
Exec-managerial, Prof-specialty, Handlers-cleaners, Machine-op-inspct, Adm-clerical,
Farming-fishing, Transport-moving, Protective-serv, eliminating Armed-Forces and
Priv-house-serv for the same reasons.

As a result of these activities, we obtained 13 988 entries containing six attributes.
The number of examples to consider due to the multiplicity of the Cartesian product of
attribute domains was still too high (216).

At the same time, it was found that the attributes can be rationally divided into
two clearly separated groups.

Personal data:

— Age cut into levels Young (0-30), Middle-aged (40-55) and Senior (65+).

— Education-num: the highest level of education achieved in numerical form trans-
formed into 3 linguistic values: Low (1-3.5), Middle (7.5-10), High (14-16).

— Marital-status: marital status of an individual transformed into 3 numerical clas-
ses 1 (Never-married), 2 (Divorced and Separated), 3 (Married-civ-spouse) and
then two linguistic variables Low (1) and High (3) — class 2 is the intermediate
value between Low and High.



Design of Takagi-Sugeno fuzzy systems by learning from examples... 113

Professional data:

— Work-class: a general term to represent the employment status of an indivi-
dual transformed into four numerical classes: 1 (Private and Self-emp-not-inc),
2 (Local-gov and State-gov), 3 (Federal-gov), 4 (Self-emp-inc) and then two lingu-
istic variables Low (1) and High (4) — classes 2 and 3 are the intermediate value
between Low and High.

— Occupation: the general type of occupation of an individual transformed into
four numerical classes: 1 (Farming-fishing, Handlers-cleaners, Machine-op-
-inspct and Other-service), 2 (Adm-clerical, Craft-repair and Transport-moving),
3 (Protective-serv, Sales and Tech-support), 4 (Exec-managerial and Prof-specialty)
and then two linguistic variables Low (1) and High (4) — classes 2 and 3 are the
intermediate value between Low and High.

— Hours-per-week: the hours an individual has reported two work per week cut into
levels Small (0-38), Middle (42—48) and Large (52+).

In the rules describing personal data in the numerical form, we used as conse-
quences a scale of six steps (Ist is the lowest chance of earning more than 50K and
6th largest). In case of the rules describing professional data, we used a scale of four
steps (1st is the lowest chance of earning more than 50K and 4th largest).

In the case of “structuring” the knowledge base, reasoning is carried out in the
subsequent stages allowing for determining further intermediate values. In the pre-
sented case, in the first stage, the values of linguistic variables defined as personal and
professional and then the value of the result variable (below 50K, above 50K) are de-
termined. Hence, we have three decision problems for which rules of inference have
been established on principles similar to those used in previous examples.

We perform three simulations analogously to those carried out in examples 1 and 2.
The results are presented in Table 6.

Table 6
The results of the simulation for “Adults” data
Method Effectiveness of classification [%]
Classical 76.89
Variant I 76.29
Variant 11 76.16

The obtained results differ significantly from the newest results obtained by data-
mining methods. For example Chakrabarty and Biswas (2018) presented results of
classification with the Gradient Boosting Classifier model and the accuracy of 88.16%.
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That result is significantly better than previous works. So big difference between the
data-driven methods and results obtained with experts’ knowledge arises, just like in
the Example 2, from availability of a large number of training samples.

Again, results were compared with the ones obtained with “crisp” reasoning and
Mamdani’s method. In both cases, results were worse, respectively 75.16 and 75.26%.

3.4. Example 4

We have also attempted to verify the results of the proposed method with an
example of Car Evaluation Database. This sample is a collection of the records (1728)
on specific attributes on cars donated by Bohanec in 1997 and was obtained from the
UCI dataset repository. This evaluates cars according to the following concept structure:

— CAR - car acceptability,

— PRICE - overall price,

— BUYING - buying price,

— MAINT - price of the maintenance,

— TECH - technical characteristics,

— COMFORT - comfort,

— DOORS - number of doors,

— PERSONS - capacity in terms of persons to carry,
— LUG_BOOT - the size of luggage boot,

— SAFETY - estimated safety of the car.

In the earlier researches that problem was treated as a classical structural task.
Below, other approach is presented. The presented method was used with 64 exam-
ples (rules). For six previously mentioned variables (BUYING, MAINT, DOORS,
PERSONS, LUG_BOOT, SAFETY - each one having values small or large).

Table 7
The results of the simulation for “cars” data

Method Effectiveness of classification [%]
Classical 83.68

Variant | 82.70
Variant II 82.41

As previously, the results are significantly worse than the ones obtained with the
data-driven learning. Effectivity presented in Awwalu et al. (2014) varies between
90,81 and 93,51%, depending on validation method. To improve the accuracy, the
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authors had tried to introduce a hierarchical model into presented approach. Unfortu-
nately, results were not satisfying. As previously, the “crisp” reasoning and the
Mamdani’s method were also applied. In both cases, obtained accuracy was equal to
74.65%, what is noticeably worse than when the same rules were used for reasoning
with the T-S method.

3.5. Summary of the results

Results of four examples and three methods of aggregating simulation are com-
pared with the results obtained with the data-driven, the “crisp” reasoning and the
Mamdani’s methods in Figure 3 and Table 8.

mmm Crisp reasoning

mmm Reasoning by Mamdani
mmm Data driven reasoning
mm Classical
e Variant |
Variant Il

100

Accuracy [%]

Car Evaluation
Problem

Fig. 3. Efficiency of classification for Iris, Cancer, Adults and Cars datasets

Table 8
The results of the simulation — summary
Method
Problem Crisp reasonin Reasoning Data-driven The best result
P [%] & by Mamdani reasoning of our attempt
’ [%] [%] [%]

Iris 82.00 87.33 97.34 92.67

Cancer 90.56 95.14 98.25 94.85

Adults 75.16 75.26 88.16 76.89

93.51
Car evaluation 74.65 74.65 (by 10-folds 83.68
cross validation)

In each of the presented examples, the classification efficiency is relatively high
and comparable to the results obtained using data-driven methods. The results of
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simulations for different methods of transforming the numerical results of reasoning
into classifiers indicate relatively small differences when using different techniques. In
three cases out of four, the classification results obtained with our approach were bet-
ter than the ones obtained with the Mamdani’s method and in all cases were better
than in the “crisp” reasoning.

4. Conclusions

The presented research was aimed at verifying of the hypothesis, is employing
the T-S approach for reasoning possible when the knowledge base is built with
expert’s judgments and/or “local” experiments and there is no possibility to use large
training sets. The results presented above, in the authors opinion, proves that the hy-
pothesis is true

In our opinion, the achieved accuracy of classification is sufficient due to the
needs of decision-making systems of an expert nature. The T-S method together with
the presented approach of acquiring knowledge creates completely new possibilities of
using the idea of artificial intelligence in those areas in which, for obvious reasons, it is
impossible to use adequately numerous sets of examples or observations. It is surpris-
ing that in one case (iris example) the simulation’s results obtained by us outweigh the
efficiency of classification obtained when using commonly used data-driven methods.
It may indicate that in some cases, even when data is available, but their preparation
and processing is “expensive”, it may be justified to use the proposed method. Further-
more, the obtained results show that in some situations equally good effectiveness
might be achieved with Mamdani’s reasoning method.

Confirmation of the correctness of our findings requires further research.
The easiest way is to simulate subsequent known benchmarks. The results of these
simulations will also help to solve the problem of selecting the best method of trans-
forming the numerical results of inference into classification results.

We intend to focus our research on solving technological problems and in particu-
lar on planning laboratory and/or numerical experiments in the case when traditional
methods fail. The aim will be to answer the question whether using certain qualitative
model of technological problems we can effectively determine the previously men-
tioned support points. We expect that it will be possible to describe the variability of
parameters describing certain phenomena and then applying our method to obtain
a sufficiently reliable model of the studied phenomenon. Our predictions have already
been tentatively confirmed in studies on prediction of forging dies wear (Maciot et al.
2020) and microstructure evolution prediction of the metallic products.
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